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ABSTRACT
This paper examines the scope for IT-enabled assessments to serve simultaneously both learners and the enterprise of education. The paper has its origins in global discussions initiated with the publication of the International Handbook of Information Technology in Primary and Secondary Education and continued in subsequent international Edusummit conferences. These discussions identified a need for alternative assessment approaches designed on new understandings of the impact of ICT on learning, assessment and society. In order to move this debate forward this paper examines theoretical frameworks that underpin assessment and can guide assessment system design as well as implementation processes. The paper proposes ways of combining frameworks that come from two different perspectives: 1) a conceptual approach to assessment design for computerised assessment based on evidence centred design (ECD) and 2) a framework for formative assessment (assessment FOR learning) based on empirical research in classrooms. The paper argues that combining the ECD and formative assessment frameworks and building on the opportunities provided by computerised assessments as well as harnessing teachers’ and students’ experience and developing their validation processes could enable assessments to address simultaneously assessment FOR learning and assessment OF learning. Strategies would include harnessing the benefits of embedded continuous unobtrusive measuring of performance while learners are engaged in interesting computerised tasks that have been designed to support their learning. Learners need to be involved in discussing and negotiating their learning so we conceptualise these embedded unobtrusive processes as “quiet assessment”, whose volume can be turned up by learners whenever they wish, to give them access to meaningful representations of evidence and arguments about their achievements. These strategies could enable a wider range of measures to contribute to judgements of students’ achievements thus supporting their learning in 21st Century contexts.
INTRODUCTION

This paper examines the scope for IT-enabled assessments to serve simultaneously both the needs of learners and those of the enterprise of education. The paper has its origins in a global discussion initiated with the publication of the International Handbook of Information Technology in Primary and Secondary Education (Voogt & Knezek, 2008) and continued in subsequent discussions of the Assessment Working Group at Edusummit 2011 (Webb & Gibson, 2011) subsequently summarised in a final report (EDUsummIT, 2012). Three aspects of assessment identified as critical for 21st century assessment models were: student involvement in assessment, digitally-enhanced assessment, and assessment of the application of ICT skills acquired in formal and informal learning environments. Digitally-enhanced assessments were defined by the Working Group as those that integrate 1) an authentic learning experience involving digital media with 2) embedded continuous unobtrusive measures of performance, learning and knowledge, e.g. “stealth assessment” (Shute, 2011) which 3) creates a highly detailed (high resolution) data record which can be computationally analyzed and displayed so that 4) learners and teachers can immediately utilize the information to improve learning. The Working Group recommended that education stakeholders should articulate and support a shift in assessment from the dominant high stakes, test-based evaluation model used in many school systems, to a balance of models that more effectively measure the preparedness of today’s digital age learners.

In order to measure the complex, higher order outcomes empowered by technology-enriched learning experiences, there is a need for alternative assessment approaches and instruments that surpass the limitations of current assessment systems and approaches and are designed on new understandings of the impact of ICT on learning, assessment and society at large (Erstad, 2008). New technologies are expanding the range of possibilities for assessments,
including increasing opportunities for personalisation of assessments (Yeh, 2010) and the capability for assessment to measure a broader range of knowledge and knowledge-in-action (Clarke & Dede, 2010). For example students can be assessed through simulations, e-portfolios and interactive games (Gibson, Aldrich, & Prensky, 2007). However assessment exists in a complex dynamic relationship with curriculum, pedagogy, and the needs and demands of learners and of the world outside of schools (Forkosh-Baruch, Gibson, Schulz-Zander, & Webb, 2009). For example, innovative developments in formative assessment can support and even drive needed developments in pedagogy (Black, Harrison, Lee, Marshall, & Wiliam, 2003). At the same time assessment systems have become increasingly complex as they are expected to serve a wide range of purposes. Assessments are not only about supporting learning but their purposes also range from judging individual students, to evaluating schools and districts and monitoring national performance (Klenowski & Wyatt-Smith, 2011; Mansell, James, & Group, 2009). Some of these purposes are in tension with each other (Mansell et al., 2009). For example, current high stakes assessments tend to constrict the curriculum and to discourage the development of creativity and the social and cultural aspects of learning (Harlen & Deakin Crick, 2002). Therefore designs for new assessment systems using new technologies need to focus on finding ways to assess while also encouraging the development of these higher-order, more complex skills.

The future of assessment in the digital age may appear in many forms. It may involve for example a pedagogical agent patiently tutoring someone in anything he or she would like to learn (Sabourin, Mott, & Lester, 2011); an analysis of a learner’s decisions during a digital game or simulation (Clarke & Dede, 2010; Gibson, 2011); students reviewing and commenting on each others’ digital creations through an online discussion (Ertmer et al., 2007; Van Der Pol, Van Den Berg, Admiraal, & Simons, 2008; Webb, 2010); a multimedia-constructed response item created with an online animation and modeling application (Lenhard, Baier, Hoffmann, &
Schneider, 2007; Mislevy, Steinberg, & Almond, 2003); students receiving remote asynchronous expert feedback about how they worked with each other via ICT to solve a problem and communicate their understandings (Rissanen et al., 2008) or an emotionally engaging virtual world experience that unobtrusively documents progression of a person’s leadership and ethical development over time (Turkay & Tirthali, 2010). Whether these possibilities excite or concern us, this small set of vignettes begins to outline a broad range of possibilities that place ICT in a variety of roles including a medium for communication, learning assistant, judge, test item, performance prompt, practice arena, and performance workspace.

In this paper we will examine the role of ICT in assessment in relation to: 1) the nature of assessment, by which we mean the essential qualities or characteristics by which assessment is recognized; and 2) the potential of technological advances for transforming assessment processes. In this endeavour, we will focus particularly on the possibilities and challenges for ICT-enabled assessment serving simultaneously the needs of the learner and the enterprise of education.

THE NATURE AND PURPOSES OF ASSESSMENT

Phrases in common use in education, such as assessment OF learning, assessment FOR learning and assessment AS learning illustrate the complexity of defining assessment (Bennett, 2010). The limitations of the traditional distinctions between formative assessment and summative assessment have been discussed extensively (Black & Wiliam, 2009; Harlen & James, 1997). Attempts have been made to clarify assessment for teachers by using the term “assessment for learning” in place of formative assessment (see Wiliam, 2011 for an explanation of the origin of this term). Assessment for learning was popularised in the UK by Black et al (2002) and in the US by Stiggins (2005). Our working group discussions suggested that the term assessment for learning is now used widely but recent experience in the UK suggests that confusion remains: for example the UK government introduced a frequent
summative testing regime (Assessing Pupils’ Progress) on the basis of evidence for the effectiveness of assessment for learning (Black, Harrison, Hodgen, Marshall, & Serret, 2010 p. 216)

The nature of assessment thus requires some clarification because the word is used for both a process of acquiring evidence and a label for a judgment of results based on specific worthiness. We need to know whether the purpose and effect of a particular assessment is educative (Wiggins, 1999) / formative (FOR learning) or is it to assess the extent of an attained state of education (OF learning), or whether both purposes can be achieved through the same process. In addition, the word “assessment” is used for both the act of judging the evidence and the results of that act. These considerations and use of terms can lead to confusion in conversations, policy circles, and in practice (Harlen & James, 1997), because there are at least four ways to think about assessment, all of which can be supported, enabled or enhanced by ICTs (Table 1).

One perspective is of the formative / educative process – learning from the feedback information provided by an assessment process. Another perspective focuses on formative results for instructional adaptation – the decision to make improvements based on an interpretation of evidence from assessment. The third is the understanding of the assessment and the degree of engagement by students and teachers in the act of assessment. And the fourth is the value judgment of results – that provides summative information based on evidence.

*Table 1 Four Ways to Think About Assessment*

<table>
<thead>
<tr>
<th>PROCESS focus</th>
<th>RESULTS focus</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assessment FOR learning</td>
<td>1) Feedback information</td>
</tr>
</tbody>
</table>
Assessment OF learning | 3) Degree of engagement with / understanding of process | 4) Value Judgments

Assessment is said to be educative when it produces information that is used to create and support learning opportunities, while a summative assessment is more judgemental, focusing on results by determining the validity and value of performances and attainments (Wiggins, 1999). Black and Wiliam further refined their earlier use of the term formative to focus on the importance of decisions:

“Practice in a classroom is formative to the extent that evidence about student achievement is elicited, interpreted, and used by teachers, learners, or their peers, to make decisions about the next steps in instruction that are likely to be better, or better founded, than the decisions they would have taken in the absence of the evidence that was elicited.” (Black & Wiliam, 2009 p.9)

Thus the descriptors: educative and formative, are used in relation to assessment practice in similar ways in these definitions. Perspectives 1, 2 and 3 in Table 1 are important for assessment to be formative / educative while perspectives 3 and 4 are essential for summative assessment. Perspective 3 is important for both formative and summative assessment because in order to generate valid assessment information students need to engage with and understand the process and its purpose. Perspective 4 is about making summative judgements for purposes of grading, accreditation, setting and other more general evaluative purposes. While such judgements are important and necessary at particular transition points they may hinder formative / educative processes if used too often or for too many diverse purposes. For example, evidence suggests that students fail to attend to feedback comments when given grades (Butler, 1988). Furthermore using assessment evidence for a range of different purposes may result in complex effects on validity as discussed later.

CONCEPTUALISING ASSESSMENT DESIGN
An important challenge for the design of educational assessment is whether all four perspectives on assessment: feedback information, improvement decisions, degree of engagement and understanding, and value judgments can co-exist to the benefit of learners. In order to explore this challenge in more depth we will examine and compare two important current frameworks for assessment design: 1) Evidence-Centered Design (ECD) for computerised assessments and 2) a framework for formative assessment (assessment FOR learning) based on empirical research in classrooms. The ECD framework (Mislevy et al., 2003) was developed by members of the National Center for Research on Evaluation, Standards, and Student Testing (CRESST) in the USA and has been applied to the design of a range of different types of computerized assessments including adaptive assessments, games, simulations (Rupp, Gushta, Mislevy, & Shaffer, 2010; Shute, 2011) and portfolios (Gibson, 2010). ECD is a four-staged assessment development framework that includes domain analysis; domain modelling; operational processes and the delivery system. The ECD framework makes explicit the interrelations among substantive arguments concerning domain models, validity, assessment designs, and operational processes (Mislevy et al., 2003). The framework has diagnostic capabilities and provides for opportunities for stakeholders to view estimated competency levels, examine the evidence on which these judgments were based and to use this information for educative, formative purposes if appropriate (Shute, 2011 p. 9).
The operational processes in the ECD include three submodels (Figure 1); the student, task and evidence models, known as the Conceptual Assessment Framework (CAF) within the ECD. Each of these three components are flexible, adaptive concepts that evolve within the computerized assessment context. For example, if knowledge in the domain changes, then the task model changes; as a student attempts a task, assistance and information can be used to scaffold task performance and adapt the task; and evidence models adapt and change as the student and task models change. The student model captures the idea that our conceptions of good performance and satisfactory evidence of domain knowledge guide and constrain what a student does to demonstrate that evidence. The task model defines a required performance; and the evidence model determines the interpretation method and the rules and criteria for making assessment determinations from the performance data.

To help ensure that the designs of computerised assessments take account of learners’ needs, we next examine and compare a framework derived from empirical work on formative assessment in classrooms (Black & Wiliam, 2009; Wiliam, Lee, Harrison, & Black, 2004) with the ECD-CAF framework. The formative assessment framework (Figure 2) is conceived as...
supporting assessment design by defining the characteristics of assessments that are likely to function in educative / formative ways (Wiliam, 2011).
<table>
<thead>
<tr>
<th>Where the learner is going</th>
<th>Where the learner is right now</th>
<th>How to get there</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Teachers</strong></td>
<td>2 Engineering effective discussions and other learning tasks, including those using digital media, that elicit evidence of student understanding</td>
<td>3 Providing feedback that moves learners forward</td>
</tr>
<tr>
<td>1 Clarifying and negotiating learning intentions and criteria for success</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Peers</strong></td>
<td>4 Activating students as instructional resources for one another – peer support, peer feedback</td>
<td></td>
</tr>
<tr>
<td><strong>Learners</strong></td>
<td>5 Activating students as the owners of their own learning</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 2: Aspects of Formative Assessment Adapted From a Framework Developed by Black and Wiliam (2009)*

The Edusummit Assessment Working Group validated the match between the formative assessment framework and their experiences of assessment FOR learning. However, the group also noted that teachers encounter significant challenges in developing both the conditions and methods needed for formative assessment, for example, creating a classroom culture in which students felt able to share their developing understandings (Webb & Jones, 2009). We should not assume therefore that implementing educative / formative assessment in ICT-enabled assessments is a matter only of building on existing classroom practices: instead it will be necessary to work from the conceptual frameworks we have identified and to build on best classroom practice.

*Clarifying and negotiating learning intentions and criteria for success* (Figure 2) involves the students in actively appraising their learning situation and setting targets: processes that can take place during whole class discussions, interactions with the teacher and peer interactions. Each resulting agreement provides a shared understanding of the student model (in the CAF),
the variables of which can be defined as a set of competences, or as tendencies to behave in
certain ways in situations with particular features (Mislevy et al., 2003 p.16). These targets and
models need to be continually revisited during learning and teaching processes.

In both the ECD and formative frameworks, evidence is central. In ECD, arguments about
evidence are expressed using Toulmin’s (1969) scheme of argumentation (Mislevy et al., 2003).
Chains of reasoning about specific assessments are captured in computerised assessments by
Bayesian inference networks, to allow for uncertainty, and then fed into the argument (ibid).
Statistical methods are used to combine results from a number of assessments. In the formative
assessment framework, engagement, understanding and interactive communications
predominate; useful formative feedback requires that evidence-based decisions be made by
teachers, peers and learners themselves.

Task design is also important in both frameworks. In the formative assessment framework, task
design is focused on eliciting evidence of students’ learning with a clear purpose of identifying
how to promote their further learning. In the ECD the task model is separate from the student
and evidence models thereby allowing for the task to fulfil multiple assessment purposes
(Mislevy, Almond, & Lukas, 2004). For example an assessment could provide information to a
learner about their performance on one or more tasks as well as contributing to an overall
assessment grade based on a range of tasks. The evidence models for these two purposes
would be different and the student model would need to be sufficiently fine-grained to provide
appropriate detail for the learner.

In summary, frameworks discussed here that come from two different perspectives: 1) a
conceptual approach to assessment design for computerised assessment and 2) empirical
research on formative assessment in classrooms, both focus on evidence of student
understanding and capabilities. However, while the formative assessment framework has one
clear purpose of enabling learning, the ECD can address multiple purposes. Therefore next we consider how purposes of assessments may affect validity.

**Reasoning from Evidence and the Purpose of Assessment**

As explained earlier, ICT provides new ways of collecting assessment data as well as supporting a range of different purposes of assessment, including ways of using the data to make judgements about achievement as well as to support learning. In this section we consider validity in relation to the purposes of assessments by examining threats to validity using Crooks et al’s chain model of assessment (1996). The validity of an assessment assures that it measures what it purports to measure, while reliability assures that it does so across a range of implementations. It is generally accepted that a psychometrically useful assessment should have both validity and reliability (Kline, 1998) but high levels of both reliability and validity are difficult to achieve, due in part to the overlaps between these two constructs (Black & Wiliam, 2006). Current theories of validity owe much to the work of Samuel Messick (e.g. Messick, 1994) who emphasised the importance of reasoning from the evidence towards inferences and actions. Thus the concept of validity is associated with the use of a particular assessment rather than the assessment instrument itself and therefore, validity relates to the purpose of the assessment; how the resulting data are to be used is crucial (Stobart, 2009). If the reliability of an assessment is threatened due to the way it is used then this is an additional threat to the assessment’s validity, which illustrates one of the ways that reliability and validity interact (Black & Wiliam, 2006).

A review of the literature (Koch & DeLuca, 2012) suggests that multiple-uses of assessment is neither a recent phenomenon nor a rare occurrence (p.3 ). However there is general agreement that the purposes of the assessment must be clarified early in the design process in order for an assessment to embody a complete and coherent argument (Mislevy et al., 2003) and to be valid (Crooks et al., 1996). Validity in the ECD process is based on Messick’s (1994) construct-
centered and Kane’s (1992) argument–based approach. An approach to validation that has been used successfully with teachers (Black et al., 2010) was based on Crooks et al.’s (1996) model that also owes much to Messick’s and Kane’s work on validity. In this chain model assessment is divided into eight linked stages (see Table 2). The chain model has the advantages of 1) emphasising that validation is dependent on all eight links so focuses attention on any weak link and 2) potential threats can be discussed by teachers (see examples of threats in Table 2).

Table 2. Some Threats Associated with Each of the Eight Links (Crooks et al., 1996 p. 270)

<table>
<thead>
<tr>
<th>Link</th>
<th>Threat</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administration</td>
<td>Low motivation&lt;br&gt;Assessment anxiety&lt;br&gt;Inappropriate assessment conditions&lt;br&gt;Task or response not communicated</td>
</tr>
<tr>
<td>Scoring</td>
<td>Scoring fails to capture important qualities of task performance&lt;br&gt;Undue emphasis on some criteria, forms or styles of response&lt;br&gt;Lack of intra-rater or inter-rater consistency&lt;br&gt;Scoring too analytic&lt;br&gt;Scoring too holistic</td>
</tr>
<tr>
<td>Aggregation</td>
<td>Aggregated tasks too diverse&lt;br&gt;Inappropriate weights given to different aspects of performance</td>
</tr>
<tr>
<td>Generalization</td>
<td>Conditions of assessment too variable&lt;br&gt;Inconsistency in scoring criteria for different tasks&lt;br&gt;Too few tasks</td>
</tr>
<tr>
<td>Extrapolation</td>
<td>Conditions of assessment too constrained&lt;br&gt;Parts of the target domain not assessed or given little weight</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Poor grasp of assessment information and its limitations&lt;br&gt;Inadequately supported construct interpretation&lt;br&gt;Biased interpretation or explanation</td>
</tr>
<tr>
<td>Decision</td>
<td>Inappropriate standards&lt;br&gt;Poor pedagogical decisions</td>
</tr>
<tr>
<td>Impact</td>
<td>Positive consequences not achieved&lt;br&gt;Serious negative impact occurs</td>
</tr>
</tbody>
</table>

Typically in ongoing classroom assessment for formative purposes teachers only need to consider part of this linked chain: administration, evaluation, decision and impact. Even in relation to these links the teacher can share the task of validation with the students and thus increase their confidence in their decision. Teachers also use a range of assessments for summative purposes and here they may be making important decisions for reporting and about
setting, which should be based on sound reasoning incorporating all links in the validation chain. However in a detailed study with twelve experienced English and Mathematics teachers, Black et al. (Black et al., 2010) found that existing assessment practices were weak: teachers did not examine the validity of the assessments that they were using. When teachers were supported to develop assessments, their improved understanding of validity also enabled them to engage students and parents in more meaningful discussions of their progress and thus to influence students' motivation (Black, Harrison, Hodgen, Marshall, & Serret, 2011).

These findings and others (e.g. see Koch & DeLuca, 2012; Mansell et al., 2009; Stanley, MacCann, Gardner, Reynolds, & Wild, 2009) suggest that involving teachers in assessment design is an important element of teaching that can contribute to learning. Furthermore removing this responsibility from teachers through a focus on high-stakes assessment can be damaging to students' learning (Mansell et al., 2009). Therefore designers of computer-based assessments need to consider how to make the reasoning and decision-making processes transparent so that teachers can be involved in designing and administering assessments and both they and learners can be engaged in utilizing the results as in-classroom feedback to improve learning.

The research reviewed here suggests that a focus on validity and reasoning about evidence supports assessment design that can enable the combination of assessment FOR learning and assessment OF learning. However thus far we have only considered using an assessment of an individual student. Using assessments for the wider range of purposes that have recently become commonplace such as evaluating schools and districts and monitoring national performance (Klenowski & Wyatt-Smith, 2011; Mansell et al., 2009) introduces additional issues for validation (Koch & DeLuca, 2012; Mansell et al., 2009; Stobart, 2009). For example Koch and DeLuca (Koch & DeLuca, 2012) argue that although existing models of validation provide a sound theoretical base they do not address adequately the complexity of practice, especially for
multiple-use of assessment, for two reasons. First, multiple-use may raise the ‘stakes’ associated with an assessment such that assessments that were formerly low-stakes may become high stakes thus affecting their validity (Kyriakides, 2004; Swift & Spivak, 1969). Second, current validation models assume that assessment uses are independent of one another but multiple-uses are often derived from a single administration of an assessment and their purposes may interact to create unintended consequences (Shaw, Crisp, & Johnson, 2011). Note that validation applies to the assessment-in-use not to a particular assessment task but if the assessment is designed for multiple uses the potential impact factors and their interactions with other factors would need to be considered simultaneously. For example if students were being assessed through an online game, this may be engaging and motivating. If they were encouraged to try hard in order to demonstrate their skills and achieve a badge or some other reward, this may increase their motivation thereby improving the validity in relation to the administration. However if the school district then decided to use the results to make judgements about the school's performance the assessment would then become high stakes for the school. Therefore the teacher may put pressure on students thus increasing anxiety for some students and changing the validity of the assessment.

Another issue for validity and the purpose of assessment that is particularly important for twenty first century learning (Voogt, 2011) is assessing performance in collaborative learning. The automatic scoring of performance on collaborative tasks is a significant challenge if it is expected to do more than provide a group score. Methods that have been used to make corrections for individual underperformance in group scores (e.g. see Maiden & Perry, 2010) may provide one way forward. In order to achieve validity in scoring of individual performances during a group task, scoring would need to take account not only of individual contributions to completing the task, but also of a range of contextual factors involved in group regulation including motivational, cognitive, metacognitive and socio-emotional regulation and inter-relations between these (e.g. see Järvelä, Volet, & Järvenojä, 2010). These and other factors
have been identified by Rupp et al. (2010) specifically in relation to games design where in addition to the validity issues just identified, other factors concerned with avoiding disturbing the flow of the game need to be accommodated. Otherwise the authenticity and motivational advantages of the game may be lost.

Perhaps the most important validity issue in relation to twenty first century learning is the need for complete construct representation (Messick, 1994) which makes the assessment authentic. In the Crooks et al. (1996) chain incomplete construct representation is a threat in the extrapolation link. Therefore, discussions of extrapolation require a broad approach to considering whether the new generation of assessments address the skills and knowledge in the domain being assessed, particularly in authentic contexts that are important for twenty first century learning.

**How to move towards user-centred assessment enabled by technology**

The recognition of the need for more authentic assessment has led on one hand to the development of a new generation of computerized assessment environments (ETS, 2012) and on the other to more teacher involvement in assessment. In a review of teacher assessment worldwide, Stanley et al. (2009) identified an expanded role for teachers in high stakes assessment as well as increased support for teacher assessment: for example in the Australian states of New South Wales and Queensland considerable resources have been devoted to teacher professional development, moderation processes and to creating assessment banks (Stanley et al., 2009). This broadening of assessment is based on a view that there are aspects of learning that are important but cannot be adequately assessed by formal external tests. These aspects require human judgment to integrate the many elements of performance behaviours that are required in dealing with authentic assessment tasks (Stanley et al., 2009, p.31)
In order to address the need to involve users Nichols et al. (2008) proposed combining elements of User Centred Assessment Design (UCAD) into ECD. User Centred Design (UCD) on which UCAD is based has an obvious appeal: no-one would want to suggest that users were not central to a design process. In practice however UCD is variously interpreted, so a more practical approach may be to reflect upon how any systems development method may be made user-centred (livari & livari, 2011). Thus, as discussed earlier in relation to ECD, a more user-centred approach would ensure that all parties (teachers, students, others) develop a shared understanding of reasoning from evidence and discussing validity within the contexts of decisions and judgments based on the assessment. This might enable, for example, teachers and learners to select tasks from a database and combine them into an assessment to suit their particular needs. Learners could opt to choose from a range of tasks to demonstrate their capabilities. An assessment system to be used in this way must be able to adaptively present to users, in meaningful ways, how its reasoning about performance on these tasks would demonstrate their capabilities. Furthermore the system should enable users to input assessment results with tagging for validity so that aspects of achievement that still require assessments by humans can be incorporated into assessment evidence.

In order to support learners, assessment systems need to incorporate effective feedback processes. However as Perrenoud (1998) argued, feedback ‘can only be effective if a window is found into the cognitive system of the learner’ (p. 88). Depending on the particular learner, their needs and a range of contextual factors, this ‘window’ might be found by providing a simple statement as rapid corrective feedback (Hattie & Temperley, 2007) or it may require extensive teacher or peer interaction. For a computer system to be capable of the range of interactions that experienced teachers adaptively engage in with their pupils is some way in the future. However there are immediate benefits to be gained from computerised assessment systems analysing the frequency and nature of student misunderstandings and feeding them into
professional development discussions (Nichols et al., 2008). Furthermore, while fully automated feedback systems are challenging to develop there are also many opportunities to use relatively simple ICT tools, including Web 2.0 applications, to support peer assessment and feedback (Webb, 2010).

Thus combining the ECD and formative assessment frameworks and building on the opportunities provided by computerised assessments, as well as harnessing teachers’ experience and developing their validation processes through discussion, is proposed for enabling assessments to address all four of the possibilities depicted in Table 1. In this way the same assessment could embrace assessment FOR learning and assessment OF learning provided that designers and users of assessment are mindful of the dangers of over-emphasis on Perspective 4 about making summative judgements and the impact of that use on the validity of the assessment in the other quadrants. Specifically we recommend that summative judgements on individuals are made only at important transition points where reviewing each learner’s individual performance is essential for reporting, accreditation or making a decision about the appropriate educational setting. Summative judgements for other more general evaluative purposes such as comparing cohorts, schools, etc. should be researched carefully and tightly controlled in order to avoid the adverse effects of uninformed administration regimes on validity and students’ futures.

**CONCLUSIONS AND IMPLICATIONS**

The analysis of recent research presented in this paper has confirmed the potential for ICT to play a major role in transforming assessment practices to support the needs of learners as well as the needs of educational systems (e.g. classroom practices, school organizations, national priorities), in the twenty first century. A number of challenges have also been identified and some ways of addressing them have been explored.
Evidence-Centered Design provides a useful framework for creating components that could be re-assembled fairly easily to provide assessments that address users’ needs (Mislevy et al., 2003). However in order for users to benefit fully, developers need to consider how to make the reasoning and decision-making processes accessible to users so that they not only understand them but can contribute to assessment development and interpretation. There is thus a need to develop assessment literacy (Stiggins, 1995) in teachers and other users so that they understand the advantages and limitations of assessment types and processes and are confident in developing and analysing arguments from evidence based on current understanding of validation (Black et al., 2010). These processes of professional development could also be supported by computerised assessment systems that analyse data about student performance and misunderstandings. In this way development could become a shared process between assessment bodies, teachers and other stakeholders.

Developments of digitally-enhanced assessments are at an early stage but they have the potential to increase the range of assessment measures thus contributing to complete construct representation and increasing authenticity of assessment. Improvements in computer supported statistical analysis promise to make the analysis of the enormous quantities of data generated, more manageable. However as we have argued in this paper, significant challenges remain for developing validation approaches that can take account of the complexity of these learning experiences especially for group tasks in simulations, games and other problem solving environments. If these challenges can be overcome so that digitally-enhanced assessments through simulations and games can become important components of high stakes assessments, they offer the promise of overcoming some of the negative impacts of current high stakes assessments, for example, on the development of creativity and social development (Harlen & Deakin Crick, 2002).
The benefits of embedded continuous unobtrusive measuring of performance are obvious in that learners can become engaged in interesting tasks that have been designed to support their learning. However, at the same time, as we have argued in this paper, learners also need to be involved in discussing and negotiating their learning intentions so they should have access to meaningful representations of evidence-based arguments about their achievements. Therefore rather than describing this unobtrusive measuring as “stealth assessment,” which has connotations of secrecy and furtiveness, we prefer to conceptualise these processes as “quiet assessment” whose volume can be turned up by learners and teachers whenever they wish.

As outlined above, our analysis of existing research has enabled us to identify ways in which the same assessment could engage the students in meaningful activity, contribute to feedback information, improve decisions to support learning and enable judgements about knowledge and skills that are shared with learners and teachers. Such approaches would combine formative and summative assessment purposes to the benefit of learners while at the same time helping educational environments to continuously improve by, for example, setting and monitoring targets for individual students and groups and using aggregated data on student misunderstandings to inform curriculum planning. However even with the increased possibilities that ICT provides we have not yet found a way to say confidently that the multiple purposes for which some assessments have been used (Mansell et al., 2009) can or should be supported through the same assessment systems. This is because the impacts of some purposes interact with the validation processes for others. Therefore in considering assessment design for multiple purposes, users need to examine impact factors carefully in order to minimise negative impacts on learning and learners.

This paper has identified ways of moving assessment design towards a more user-centred approach and particularly of meeting learners’ needs. The paper has focused predominantly on school-based assessments because school is where most young learners are assessed even
though much of their learning happens outside of school in various informal settings. Portfolios have been recommended by various researchers to encompass the need for assessing a greater range of performance (Black et al., 2010; Moss, 1994) and they have been used successfully to support high-stakes assessments where criteria have been identified clearly (Stanley et al., 2009). The assessment approaches discussed in this paper could be applied to the design of portfolios (see for example Gibson, 2010) that could incorporate not only evidence from school-based assessments but also from other environments and activities in which learners are involved. In these ways learners needs, as they change and diversify in the twenty first century, may be met.

ACKNOWLEDGMENTS

The authors would like to thank Paul Black for helpful comments on an earlier version of this paper and to anonymous reviewers for their helpful comments that also enabled us to improve the paper. Thanks are also due to all attendees at EduSummIT 2011 who contributed to ideas and discussions and especially to the members of the Thematic Working Group on assessment who are listed below.

Contributors to Thematic Working Group TWG 5: Assessment

Mihaela Banek Zorica, Department of Information Sciences, University of Zagreb, Croatia
Alona Forkosh-Baruch, Tel-Aviv University, Israel
David Gibson, Curtin University, Australia
Jean-Marc Labat, Université UPMC, Equipe MOCAH-Lip6, France
Joyce Malyn-Smith, PI ITEST Learning Resource Center EDC, USA
Joost Meijer, SCO-Kohnstamm Instituut, Netherlands
Chris Montacute, Specialist Schools and Academies Trust (SSAT), UK
Tim O’Shea, University of Edinburgh, UK
Kirsten Panton, Microsoft, Denmark
Davide Parmigiani, Researcher and professor of Education, University of Genova, Italy
Christine Redman, Melbourne University, Australia
Nick Reynolds, Melbourne University, Australia
Michelle Selinger, CISCO Systems, Australia
Shahjahan Mian Tapan, Islamic University of Technology (IUT), Bangladesh
Alfons Ten Brummelhuis, Kennisnet, Netherlands
Paolo Tosato, Interuniversity Centre for Educational Research and Advanced Training, Italy
Mary Webb, King's College London, UK

REFERENCES


